	[image: ]

[image: ]




Cyber Incident Response Plan
   2025/2026

















Contents
Aims	3
Cyber Incidents	3
Data Security Incidents	3
Definitions	4
Incident Types	4
Cyber Incident Category Definitions	4
NCSC Cyber Incident Category definitions	5
Key Roles and Responsibilities	5
Incident Manager (Head of IT Service Delivery)	5
School Headteacher/Head of Business Operations	5
Designated Safeguarding Lead (DSL)	6
Facilities Manager	6
Data Protection Officer (DPO)	6
Executive Team/Board of Directors	6
IT Staff	6
School Staff	6
Preventative Strategies	7
Response	8
Cyber Recovery Team	9
Server Access	9
Password Management Admin Access	10
Backup Strategy	10
Key Contact Information	12
Central Contacts	12
Academy contacts template	12
Communications	13
Internal to Trust	13
External to Trust	13
When to report within 72 hours	13
Appendix A: Incident Impact Assessment	15
Appendix B: Communication Templates	16
School Open	16
School Closure	17
Staff Statement Open	18
Staff Statement Closed	19
Media Statement	20
Standard Response	20
Standard Response for Pupils	20
Appendix C: Incident Recovery Event Recording Form	21
Relevant Referrals	21
Actions Log	21
Appendix D: Post Incident Evaluation	22


[image: ]

Cyber Incident Response Plan – October 2025
2

[bookmark: _Toc210981879][bookmark: _Toc213923184]Aims
This plan provides guidance and information to enable Parallel Learning Trust (the Trust) to provide a response to a Cyber or Data Security Incident. It is intended to provide guidance to strategic guidance to the employees handling the response to such incidents.
This plan explains how the Trust may be notified of a Cyber or Data Incident and sets out the Trust response for different types of Cyber Incident, the actions to be taken during an incident, and is in addition to the Trust's Business Continuity Plan. It sets out the actions to be taken in the lead up to a Major Incident and can inform decisions taken once a Major Incident has been declared.
[bookmark: _Toc210981880][bookmark: _Toc213923185]Cyber Incidents	
For the purposes of this plan a Cyber Incident is defined by the NCSC as a breach of a system’s security policy to affect its integrity or availability and/or the unauthorised access or attempted access to a system or systems; in line with the Computer Misuse Act (1990).
This includes but is not restricted to the following:
Loss of internet access or access to network printers.
Unauthorised installation of software/applications
A denial of service of a system or service
From April 2022, the Risk Protection Arrangement (RPA) will include cover for Cyber Incidents, which is defined in the RPA Membership Rules as:
“Any actual or suspected unauthorised access to any computer, other computing and electronic equipment linked to computer hardware, electronic data processing equipment, microchips or computer installation that processes, stores, transmits, retrieves or receives data.”
To be eligible for RPA Cyber cover, there are 4 conditions that must meet:
1. Have offline backups. 
2. All Employees or Governors/Trustees who have access to the Member’s information technology system must undertake NCSC Cyber Security Training by the start of the Membership Year or their employment start date, whichever is later.
3. Register with Police CyberAlarm.
4. Have a Cyber Response Plan in place.
[bookmark: _Toc210981881][bookmark: _Toc213923186]Data Security Incidents
A Data Security Incident means a breach of security leading to the accidental or unlawful destruction, loss, alteration, unauthorised disclosure of, or access to, personal data.
This includes but is not restricted to the following:
· The loss or theft of data or information.
· The transfer of data or information to those that are not entitled to receive that information.
· Attempts to gain unauthorised access to data information storage or a computer system.
· Changes to information or data or system hardware or software without the Trust’s knowledge, instruction, or consent.
· Unwanted disruption or denial of service to a system,
· Unauthorised use of a system for the processing or storage of data by any person.
It is a legal obligation to notify personal data breaches of the General Data Protection Regulation as Implemented by the Data Protection Act 2018 (GDPR) under Article 33 within 72 hours, to the ICO, unless it is unlikely to result in a risk to the rights and freedoms of individuals. Article 34 also make it a legal obligation to communicate the breach to those affected without undue delay when it is likely to result in a high risk to individuals rights and freedoms. It is also a contractual requirement of the standard NHS contract to notify incidents in accordance with this guidance
[bookmark: _Toc210981882][bookmark: _Toc213923187]Definitions
[bookmark: _Toc210981883][bookmark: _Toc213923188]Incident Types
Within the context of the Trust, the following definitions shall be used to define an incident
· Business Continuity Incident
· Critical Incident
· Major Incident
Each will impact upon service delivery, may undermine confidence, and require contingency plans to be implemented.
The Trust should be confident of the severity of any incident that may warrant a Major Incident declaration, particularly where this may be due to internal capacity pressures, if a Critical Incident has not been raised previously through the appropriate local escalation procedure.
· Business Continuity Incident
A business continuity incident is an event or occurrence that disrupts, or might disrupt, the Trust’s normal service delivery, below acceptable predefined levels, where special arrangements are required to be implemented until services can return to an acceptable level. (e.g. A localised loss of telephony or IT.)
· Critical Incident
A critical incident is any localised incident where the level of disruption results in the Trust temporarily or permanently losing its ability to deliver critical services, or the environment is not safe requiring special measures and support from other parties, to restore normal operating functions. (This could be a widespread IT outage affecting a single academy).
· Major Incident
A Major Incident is any occurrence that presents serious threat to the operation of the Trust or multiple academies, as to require special arrangements to be implemented.
[bookmark: _Toc210981884][bookmark: _Toc213923189]Cyber Incident Category Definitions
Cyber incidents are one of the civil emergencies covered by the Civil Contingencies Act 20041.
In the event of a ‘significant’ cyber incident, the National Cyber Security Centre (NCSC), as the National Technical Authority, is responsible for triaging cyber incidents, notifying cross-UK incident stakeholders, and co-ordinating the cross-UK response to the cyber elements of the incident to reduce harm to victims. This coordination may be through an NCSC chaired ‘Strategic Leadership Group’ (SLG) meeting or through COBR for the most serious national emergencies. The SLG meeting or COBR will allow central government to support the response to an incident and, if required, co-ordinate the central government response.
A ‘significant’ incident is one which poses a serious risk to the ongoing operation of an operation or to its customers. This could include attacks which disrupt the provision of essential services to the public, or which result in a significant loss of key data such as sensitive information or intellectual property.
NCSC will triage all incidents reported to it, and detected by it, based on the level of impact and the size of or number of those affected. The following categorisation of incidents is used:
[bookmark: _Toc213923190]NCSC Cyber Incident Category definitions
C1: National cyber emergency: A cyber-attack which causes sustained disruption of UK essential services or affects UK national security, leading to severe economic or social consequences or to loss of life.
C2: Highly significant incident: A cyber-attack which has a serious impact on central government, UK essential services, a large proportion of the UK population, or the UK economy.
C3: Significant incident: A cyber-attack which has a serious impact on a large organisation or on wider / local government, or which poses a considerable risk to central government or UK essential services.
C4: Substantial incident: A cyber-attack which has a serious impact on a medium-sized organisation, or which poses a considerable risk to a large organisation or wider / local government.
C5: Moderate incident: A cyber-attack on a small organisation, or which poses a considerable risk to a medium-sized organisation, or preliminary indications of cyber activity against a large organisation or the government.
C6: Localised incident: A cyber-attack on an individual, or preliminary indications of cyber activity against a small or medium-sized organisation.
[bookmark: _Toc210981885][bookmark: _Toc213923191]Key Roles and Responsibilities
[bookmark: _Toc210981886][bookmark: _Toc213923192]Incident Manager (Head of IT Service Delivery)
Seeks clarification from person notifying incident.
Sets up and maintains an incident log, including dates / times and actions. 
Convenes the Cyber Recovery Team (CRT) to inform of incident and enact the plan.
Liaises with the Chair of Governors/Chair of the Board.
Liaises with the school Data Protection Officer.
Convenes and informs staff, advising them to follow the ‘script’ when discussing the incident.
Prepares relevant statements / letters for the media, parents / pupils.
Liaises with School Headteacher/Head of Business Operations to contact parents, if required, as necessary



[bookmark: _Toc210981887][bookmark: _Toc213923193]School Headteacher/Head of Business Operations 
Ensures phone lines are operative and makes mobiles available, if necessary – effectively communicating numbers to relevant staff.
Ensures office staff understand what can be communicated and knows who the media contact within school is.
Contacts relevant external agencies – RPA Emergency Assistance / IT services / technical support staff
Manages the communications, website / texts to parents / school emails.
Assesses whether payroll or HR functions are affected and considers if additional support is required.
[bookmark: _Toc210981888][bookmark: _Toc213923194]Designated Safeguarding Lead (DSL)
Seeks clarification as to whether there is a safeguarding aspect to the incident.
Considers whether a referral to Cyber Protect Officers / Early Help / Social Services is required.
[bookmark: _Toc210981889][bookmark: _Toc213923195]Facilities Manager
Ensures site access for external IT staff.
Liaises with the Incident Manager to ensure access is limited to essential personnel.
[bookmark: _Toc210981890][bookmark: _Toc213923196]Data Protection Officer (DPO)
Supports the school, using the school data map and information asset register to consider whether data has been put at risk, is beyond reach, or lost.
Liaises with the Incident Manager / Executive Team / Chair of Governors / Chair of Board and determines if a report to the ICO is necessary.
Advises on the appropriateness of any plans for temporary access / systems.
[bookmark: _Toc210981891][bookmark: _Toc213923197]Executive Team/Board of Directors
Supports the Incident Manager throughout the process and ensure decisions are based on sound judgement and relevant advice.
Understands there may be a need to make additional funds available – have a process to approve this.
Ensures all governors / Trustees are aware of the situation and are advised not to comment to third parties / the media.
Reviews the response after the incident to consider changes to working practices or school policy.
[bookmark: _Toc210981892][bookmark: _Toc213923198]IT Staff
Verifies the most recent and successful backup.
Liaises with the RPA Incident Response Service to assess whether the backup can be restored or if server(s) themselves are damaged, restores the backup and advises of the backup date and time to inform stakeholders as to potential data loss.
Liaises with the Headteacher as to the likely cost of repair / restore / required hardware purchase.
Provides an estimate of any downtime and advises which systems are affected / unaffected.
If necessary, arranges for access to the off-site backup.
Protects any records which have not been affected.
Ensures on-going access to unaffected records.
[bookmark: _Toc210981893][bookmark: _Toc213923199]School Staff
Reassures pupils, staying within agreed pupil standard response 
Records any relevant information which pupils may provide.
Ensures any temporary procedures for data storage / IT access are followed
[bookmark: _Toc210981894][bookmark: _Toc213923200]Preventative Strategies
To attempt to mitigate Cyber and Data Incidents, the Trust regularly reviews the existing defences and steps taken to protect its systems and services. 
With reference to the RPA Cyber Response Plan Template v1.0, the Trust, the following action have been taken as preventative measures.
IT security and data protection policies are regularly reviewed by the Trust’s Board. Within past three years Trust has undertaken two external audits, one specifically for data protection and the other for cyber security.
Boundary firewalls and VPN service are managed by LGFL as part of the education package. 
Trust does not have any onsite Exchange servers.
Patching regime for server and core infrastructure security updates is compliant with requirements in Cyber Essentials. Risk is that client devices are not always patched within the 14-day window, work on-going to develop process for disabling computer objects within the directory when critical updates are not installed (4.4).
MFA is required for IT engineers to access VPN to gain management access to the network.
Externally accessible Remote Desktop Service is restricted by role and only grants access to a remote server. Staff are not able to remote desktop to servers or client devices in the network.
All user accounts are configured within AD.
VPN must be used to gain management access to the network. Additionally, switches are protected via an access control list which does not allow direct management from the VPN. 
All users are required to read and acknowledge the relevant policies, IT acceptable use and loan agreements for school devices (4.7)
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[bookmark: _Toc210981895][bookmark: _Toc213923201]Response
This plan is activated when certain triggers are reached. Different types of incidents have different triggers and actions, and an incident may be brought to the attention of the Trust in various ways and through various routes.
This section seeks to ensure that whichever route notification takes the Trust responds appropriately and informs all those that have a role to play in response and recovery.
1. Verify the initial incident report as genuine, if true, then proceed to step 2
2. Inform following:
a. Incident Manager/SLT
b. Head of Information Technology
3. The Incident Manager/SLT shall start a Major Call on the helpdesk system (currently Parago) or via email. If helpdesk is not available, the Incident Recovery Event Recording Form at Appendix C shall be used.
a. Upon the Incident ticket, associated tickets should be linked to the Major Call
4. Assess and document the scope of the incident using the Incident Impact Assessment at Appendix A to identify which key functions are operational / which are affected.
5. In the event of a suspected cyber-attack, IT staff should isolate devices from the network. 
6. To assist data recovery, if damage to a computer or back up material is suspected, staff should not: 
a. Turn off electrical power to any computer. 
b. Try to run any hard drive, back up disc or tape to try to retrieve data. 
c. Tamper with or move damaged computers, discs, or tapes. 
7. Contact RPA Emergency Assistance Helpline.
8. Start the Actions Log to record recovery steps and monitor progress.
9. Convene a Cyber Recovery Team (CRT).
10. Liaise with IT staff to estimate the recovery time and likely impact.
11. Decide as to the safety of the location(s) remaining open.
12. This will be in liaison with relevant Local Authority Support Services / Trust
13. Identify legal obligations and any required statutory reporting e.g., criminal acts / reports to the Information Commissioner’s Office in the event of a data breach.
14. This may involve the school’s Data Protection Officer and the police
15. Execute the communication strategy which should include a media / press release if applicable.
16. Communications with staff, governors, Trustees and parents / pupils should follow in that order, prior to the media release.
17. Adjust recovery timescales as time progresses and keep stakeholders informed.
18. Upon completion of the process, evaluate the effectiveness of the response using the Post Incident Evaluation at Appendix D and review the Cyber Recovery Plan accordingly.
19. Educate employees on avoiding similar incidents / implement lessons learned.


[bookmark: _Toc210981896][bookmark: _Toc213923202]Cyber Recovery Team
To respond to an incident, a Cyber Recovery Team (CRT) shall be convened to support the restoration of any affected services. Given the size and nature of the Trust, the members of the CRT shall be appropriate for the systems and/or services affected. 
The Incident Manager shall be responsible for convening the CRT.
	[bookmark: OLE_LINK29][bookmark: OLE_LINK30]CRT Role
	Name
	Job Title
	Contact Details

	CRT Leader
	James Boampong
	ICT Strategic Operations Manager
	jboampong@plt.org.uk 
+44 7557 916084

	Data Management
	James Boampong
	ICT Strategic Operations Manager
	jboampong@plt.org.uk 
+44 7557 916084

	Infrastructure Management
	James Boampong
	ICT Strategic Operations Manager
	jboampong@plt.org.uk 
+44 7557 916084

	Infrastructure Management / Deputy CRT Leader

	Matt Tilsley
	2nd Line IT Engineer

	mtilsley@plt.org.uk  
+44 7385 320228

	Communications
	Site Admin Team
	Site Admin Team
	Site Admin Team

	Facilities Management
	Site Facilities Officers
	Site Facilities Officers
	Site Facilities Officers



[bookmark: _Toc210981897][bookmark: _Toc213923203]Server Access
[bookmark: OLE_LINK35][bookmark: OLE_LINK36][bookmark: OLE_LINK47][bookmark: OLE_LINK48]Within the Trust, academies use LGFL network. Via the LGFL network the following employees have access to all Trust server equipment:
	[bookmark: OLE_LINK37][bookmark: OLE_LINK38]Role
	Name
	Contact Details

	ICT Strategic Operations Manager
	James Boampong
	jboampong@plt.org.uk 
+44 7557 916084

	2nd Line IT Engineer

	Matt Tilsley
	mtilsley@plt.org.uk  
+44 7385 320228



In addition to the above staff, the Trust certain Infrastructure Engineers may have access to some servers in the course of their role within the Trust. 





[bookmark: _Toc210981898][bookmark: _Toc213923204][bookmark: OLE_LINK43][bookmark: OLE_LINK44]Password Management Admin Access
[bookmark: OLE_LINK45][bookmark: OLE_LINK46][bookmark: OLE_LINK49][bookmark: OLE_LINK50]To manage the Trust’s IT estate, a password management platform (via LGFL Support Site) is used to store account information, and control access to accounts that are shared. Some systems require/support the use of root passwords in place of, or in addition to the per user passwords, and the selected password management platform allows controlled access to stored accounts, by user.
the following employees have access to the password management platform administration.
	Role
	Name
	Contact Details

	ICT Strategic Operations Manager
	James Boampong
	jboampong@plt.org.uk 
+44 7557 916084

	2nd Line IT Engineer

	Matt Tilsley
	mtilsley@plt.org.uk  
+44 7385 320228

	LGFL Nominates Contacts
	CEO, Headteachers, some SLT & some Admin staff
	CEO, Headteachers, some SLT & some Admin staff



[bookmark: _Toc210981899][bookmark: _Toc213923205]Backup Strategy
PLT uses an internal backup solution that uses the 3-2-1 rule, at least 3 copies, on 2 devices, and 1 offsite. The backup system for PLT academies data comprises:
One copy locally on a backup server
One copy locally on a NAS (Evolve Academy also has cross-site data replication)
One off-site copy on Redstor (LGFL)
The backup system uses VEEAM to manage the backup jobs, copy jobs and the associated restores. Veeam is configured to perform daily incremental backups (with weekly synthetic full) daily, with copy jobs running automatically on completion, and except for the local backup, all other copies are offsite.

	School Process
	Accountable
	Backup Type 
(include on-site / off-site)
	Frequency

	Servers
	Technology
	Incremental with Weekly Synthetic
Onsite
	Daily

	Academies data/files
	Technology
	Incremental with Weekly Synthetic
Onsite & offline backup
	Daily

	Operations Helpdesk (Parago (Civica))
	Technology
	Backed up by Parago (not available for recovery from cyber incidents, unless a Parago breach)

	Daily

	Finance / Purchasing (PSF)
	Financial
	Cloud Hosted - backed up by software vendor
	Frequency TBC

	HR / Payroll 
	Personnel
	Cloud Hosted - backed up by software vendor
	Frequency TBC

	Arbor MIS
	Education
	Cloud Hosted - backed up by software vendor
	Frequency TBC

	School Website
	Creative
	Cloud Hosted – backed up by Schudio
	Frequency TBC

	Staff Devices
	Assigned User
	Remote access is used on devices so all data is directly saved on network servers which are backed up daily.
	Background Sync
when devices are connected to the network if work is done locally on the device instead of remote server. 





[bookmark: _Toc210981900][bookmark: _Toc213923206]Key Contact Information
To support the response to a Cyber Incident, the CRT may require assistance from other colleagues, partners, and suppliers. 
This section provides the key contact information for each of the services and academies, however, the persons required to support the response are not limited those listed below.

[bookmark: _Toc210981901][bookmark: _Toc213923207]Central Contacts
	Supplier
	Contact / Tel Number
	Account / 
Reference Number

	PLT Internet Provider
	LGFL 
+44 20 8408 4455
	9980697

	Backup Provider
	Veeam
	

	Telecom Provider
	Academies Telecom provider
	

	Legal Representative
	
	

	Trust Press Officer
	
	



[bookmark: _Toc210981902][bookmark: _Toc213923208]Academy contacts template
	Contact Details
	Contact / Tel Number
	Account / 
Reference Number

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	[bookmark: _Hlk120511630]
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	





[bookmark: _Toc210981903][bookmark: _Toc213923209]Communications
If a Cyber Incident or Data Security Incident occurs or is suspected to have occurred, it is important that the appropriate persons and partners are informed.
In all cases a suspected Data Security Incident should first be reported to either the IT helpdesk or to the Governance and Compliance team, who shall be responsible for reviewing the risk using this plan.
Within the Appendices there are template communications that may be used to communicate both internally and externally.
[bookmark: _Toc210981904][bookmark: _Toc213923210]Internal to Trust
The following staff will consult and agree an internal communications strategy to ensure appropriate response, other staff may be consulted where appropriate:
CEO
Data Protection Officer
ICT Strategic Operations Manager
Headteachers
In all cases the Data Protection Officer should be involved in a proper and timely manner in all issues that relate to the protection of personal data or data security.
Depending on the level of risk this group will decide whether the incident is a Business Continuity, Critical or Major Incident and act commensurate with that decision.
Following the declaration of Cyber Incident, Academies and services shall be referred to their Business Continuity Plans. Business Continuity Plans are held electronically and in hard copy by each team and by the Emergency Planning Officer.
[bookmark: _Toc210981905][bookmark: _Toc213923211]External to Trust
The following staff will consult and agree an external communications strategy to ensure appropriate response, other staff may be consulted where appropriate:
CEO
Data Protection Officer
ICT Strategic Operations Manager
Headteachers
In some cases, the Trust has a legal duty to inform some external agencies within a specified timeframe. Details of these legal duties, who is to be informed and when is provided below. Full guidance on how to establish if a breach has occurred and whether one should report it is available here.
[bookmark: _Toc213923212]When to report within 72 hours
The GDPR Article 33 requires reporting of a breach within 72 hours. For urgent security related incidents that require immediate assistance and support an organisation is advised to contact the Governance and Compliance team on (Mobile Number).
This 72 hour starts when an organisation becomes aware of the breach which may not necessarily be when it occurred. An organisation must have a reasonable degree of certainty that a security incident has occurred and that this has led to personal data being compromised. This means that once a member of staff or the public has reported a breach this is the point that an organisation is aware. The actual incident may have occurred some hours, days, or weeks previously, but it is only when an organisation is aware that the breach has occurred that the 72 hours to notification period starts.
Where the 72 hours deadline is not met an organisation must provide an explanation. Failure to notify promptly may result in additional action by the ICO in respect of GDPR.
In the event that the Data Security and Protection Incident Reporting Tool is unavailable, users may choose to either report the incident via the ICO helpline on: 0303 123 1113 (ICO normal opening hours are Monday to Friday between 9am and 4.30pm). Or report when the Data Security and Protection Incident Reporting tool is available noting the reasons for delay in the relevant part of the form.
This personal data breach reporting tool will forward to the appropriate organisation indicated in the scoring matrix. Additionally, these organisations may have obligations to work with other agencies, such as the National Cyber Security Centre, for example, and any incident may be shared onward.
For this reason, it is prohibited to include individual information that could identify any person affected by a breach. Sharing personal data breach incidents between relevant organisations will streamline the sharing of breaches.
All incidents will be shared on a quarterly basis in aggregate form for incident monitoring and trend analysis between the organisations listed below. However, for other incidents indicated below the entire incident will be shared immediately with the relevant National regulatory body.


[bookmark: _Toc210981906][bookmark: _Toc213923213]Appendix A: Incident Impact Assessment
Use this table to assess and document the scope of the incident to identify which key functions are operational / which are affected:

	Operational
	No Impact
	There is no noticeable impact on the school’s ability to function.

	
	Minor Impact
	There is some loss in the ability to function which is minor. Functions can be carried out but may take longer and there is a loss of efficiency.

	
	Medium Impact
	The school has lost the ability to provide some critical services (administration or teaching and learning) to some users.
The loss of functionality is noticeable, but work arounds are possible with planning and additional resource.

	
	High Impact
	The school can no longer provide any critical services to users.
It is likely the school will close, or disruption will be considerable.

	
	
	

	Informational
	No Breach
	No information has been accessed / compromised or lost.

	
	Data Breach
	Access or loss of data which is not linked to individuals and classed as personal. 
This may include school action plans, lesson planning, policies and meeting notes.

	
	Personal Data Breach
	Sensitive personally identifiable data has been accessed or extracted. 
Data which may cause ‘significant impact’ to the person / people concerned requires a report to the ICO within 72 hours.

	
	Integrity Loss
	Data, which may include sensitive personal data, has been changed or deleted. (This also includes corruption of data)

	
	
	

	Restoration
	Existing Resources
	Recovery can be promptly facilitated with the resources which are readily available to the school.

	
	Facilitated by Additional Resources
	Recovery can be facilitated within an identified timescale with additional resources which can be easily accessed.

	
	Third Party Services
	Recovery is not guaranteed, and outside services are required to facilitate full or partial restoration.

	
	Not Recoverable
	Recovery from the incident is not possible. Data may have been extracted, encrypted or backups may have failed.




[bookmark: _Toc210981907][bookmark: _Toc213923214]Appendix B: Communication Templates

[bookmark: _Toc210981908][bookmark: _Toc213923215]School Open
Dear Parent/Carer,
I am writing to inform you that it appears the school has been a victim of [a cyber-attack / serious system outage]. This has taken down [some / all] of the school IT systems. This means that we currently do not have any access to [telephones / emails / server / MIS etc] At present we have no indication of how long it will take to restore our systems. [OR it is anticipated it may take XXXX to restore these systems]
We are in liaison with our school Data Protection Officer and, if required, this data breach will be reported to the Information Commissioners Office (ICO) in line with requirements of the Data Protection Act 2018 / GDPR. Every action has been taken to minimise disruption and data loss.
We are working with our IT providers and other relevant third parties [Department for Education / NCSC / local police constabulary] to restore functionality and normal working as soon as possible.
We have completed a risk assessment on all areas affected to address concerns surrounding the safeguarding of our pupils and staff. The school will remain open with the following changes [detail any changes required]
I appreciate that this will cause some problems for parents/carers with regards to school communications and apologise for any inconvenience.
We will continue to assess the situation and update parents/carers as necessary. [If possible, inform how you will update i.e. via website/text message]
Yours sincerely,




[bookmark: _Toc210981909][bookmark: _Toc213923216]School Closure

Dear Parent/Carer,
I am writing to inform you that it appears the school has been a victim of [a cyber-attack / serious system outage]. This has taken down the school IT system. This means that we currently do not have any access to [telephones / emails / server / MIS etc]. At present we have no indication of how long it will take to restore our systems. 
We are in liaison with our school Data Protection Officer and this data breach has been reported to the Information Commissioners Office (ICO) in line with the requirements of the Data Protection Act 2018 / GDPR.
We have completed a risk assessment on all areas affected to address concerns surrounding the safeguarding of our pupils and staff.
I feel that we have no option other than to close the school to students on [date]. We are currently planning that the school will be open as normal on [date] 
I appreciate that this will cause some problems for parents/carers with regards to childcare arrangements and apologise for any inconvenience but feel that we have no option other than to take this course of action.
We are working with our IT providers and other relevant third parties [Department for Education / NCSC / local police constabulary] to restore functionality and normal working as soon as possible.
We will continue to assess the situation and update parents / carers as necessary. [If possible, inform how you will update i.e. via website / text message].
Yours sincerely,




[bookmark: _Toc210981910][bookmark: _Toc213923217]Staff Statement Open

The school detected a cyber-attack on [date] which has affected the following school IT systems:
(Provide a description of the services affected)
Following liaison with the [Trust / LA] the school will remain open with the following changes to working practice:
(Detail any workarounds / changes)
The school is in contact with our Data Protection Officer and will report to the ICO, if necessary, in line with statutory requirements of the Data Protection Act 2018 / GDPR.
This incident is being investigated by the relevant authorities. If you are asked for any information as part of the on-going investigation, please provide it promptly. The school has taken immediate action to mitigate data loss, limit severity, and restore systems.
All staff are reminded that they must not make any comment or statement to the press, parents, or wider community with regards to this incident or its effects. Queries should be directed to [Insert staff name]



[bookmark: _Toc210981911][bookmark: _Toc213923218]Staff Statement Closed

The school detected a cyber-attack on [date] which has affected the following school IT systems:
(Provide a description of the services affected)
Following liaison with the trust, the school will close to pupils [on DATE or with immediate effect].  
(Detail staff expectations and any workarounds / changes or remote learning provision)
The school is in contact with our Data Protection Officer, and we have reported the incident to the ICO, in line with the statutory requirements of the Data Protection Act 2018 / GDPR.
This incident is being investigated by the relevant authorities. If you are asked for any information as part of the on-going investigation, please provide it promptly. The school has taken immediate action to mitigate data loss, however we are unsure when systems will be restored. Staff will be kept informed via [telephone / email / staff noticeboard].
All staff are reminded that they must not make any comment or statement to the press, parents, or wider community with regards to this incident or its effects. Queries should be directed to [Insert staff name].



[bookmark: _Toc210981912][bookmark: _Toc213923219]Media Statement

[Inset school name] detected a cyber-attack on [date] which has affected the school IT systems. Following liaison with the Trust, the school [will remain open / is currently closed] to pupils.
The school is in contact with their Data Protection Officer and will report to the ICO, if necessary, in line with statutory requirements of the Data Protection Act 2018 / GDPR.
This incident is being investigated by the relevant authorities and the school has taken immediate remedial action to limit data loss and restore systems.
A standard staff response for serious IT incidents should reflect only information which is already freely available and has been provided by the school in initial media responses.


[bookmark: _Toc210981913][bookmark: _Toc213923220]Standard Response
The information provided should be factual and include the time and date of the incident.
Staff should not speculate how long systems will take to be restored but can provide an estimate if this has been agreed. 
If no restoration date has been advised, staff should merely state that work is on-going and that services will resume as soon as practically possible.
Staff should direct further enquiries to an assigned contact / school website / other pre-determined communication route.


[bookmark: _Toc210981914][bookmark: _Toc213923221]Standard Response for Pupils
For staff responding to pupil requests for information, responses should reassure concerned pupils that incidents are well prepared for, alternative arrangements are in place and that systems will be back online shortly. 
Staff should address any outlandish or suggested versions of events by reiterating the facts and advising pupils that this has been confirmed in letters / emails to parents / carers. 
Staff should not speculate or provide pupils with any timescales for recovery unless the sharing of timescales has been authorised by senior staff.



[bookmark: _Toc96950411][bookmark: _Toc210981915][bookmark: _Toc213923222][bookmark: _Toc52464827]Appendix C: Incident Recovery Event Recording Form
This form can be used to record all key events completed whilst following the stages of the Cyber Response Plan.

	Description or reference of incident:
	

	Date of the incident:
	

	Date of the incident report:
	

	Date/time incident recovery commenced:
	

	Date recovery work was completed:
	

	Was full recovery achieved?
	



[bookmark: _Toc52464828][bookmark: _Toc213923223]Relevant Referrals
	Referral To
	Contact Details
	Contacted On (Time / Date)
	Contacted By
	Response

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


[bookmark: _Actions_Log][bookmark: _Toc52464829]
[bookmark: _Toc213923224]Actions Log
	Recovery Tasks 
(In order of completion)
	Person Responsible
	Completion Date
	Comments
	Outcome

	
	
	Estimated
	Actual
	
	

	1.
	
	
	
	
	

	2.
	
	
	
	
	

	3.
	
	
	
	
	

	4.
	
	
	
	
	

	5.
	
	
	
	
	

	6.
	
	
	
	
	

	7.
	
	
	
	
	

	8.
	
	
	
	
	




[bookmark: _Toc96950412][bookmark: _Toc210981916][bookmark: _Toc213923225][bookmark: _Toc52464830]Appendix D: Post Incident Evaluation
Response Grades 1-5 	1 = Poor, ineffective and slow / 5 = Efficient, well communicated and effective.

	Action
	Response Grading
	Comments for Improvements / Amendments

	Initial Incident Notification
	
	

	Enactment of the Action plan 
	
	

	Co-ordination of the Cyber Recovery Team
	
	

	Communications Strategy
	
	

	Impact minimisation
	
	

	Backup and restore processes
	
	

	Were contingency plans sufficient?
	
	

	Staff roles assigned and carried out correctly?
	
	

	Timescale for resolution / restore
	
	

	Was full recovery achieved?
	
	

	Log any requirements for additional training and suggested changes to policy / procedure:
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