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Artificial Intelligence Policy

Introduction
At Newbridge Primary School we recognise the valuable potential that Artificial Intelligence (AI) holds for schools. We also understand the risks posed by AI and are committed to safeguarding members of our school community online in accordance with statutory guidance and best practice, including data protection breaches, copyright issues, ethical complications and compliance with wider legal obligations. The purpose of this policy is to ensure the safe, ethical, secure, responsible and effective use of AI technologies within our school. As AI tools become increasingly integrated into education, this policy ensures that their use supports teaching and learning while safeguarding pupils, promoting fairness, complying with GDPR and upholding the school’s values.

This Artificial Intelligence Policy applies to all members of the school community (including staff, pupils, governors, volunteers, parents and carers, visitors, community users) who have access to and are users of school digital systems, internet, social media or mobile devices. The policy aims to guide staff, governors and members of the Newbridge Primary School Association (NPSA) on appropriate and responsible use of AI tools in educational settings, protect the welfare, privacy and rights of all pupils and to ensure AI tools support the school’s key priorities. 

Definitions
Artificial Intelligence: Computer systems capable of tasks that normally require human intelligence, such as text generation, image recognition, translation, or prediction (e.g. TeachMateAI, ChatGPT, AI marking tools, image generators). Generative Artificial Intelligence creates new content based on user prompts.
Public generative AI tools: accessible and modifiable by anyone. They may store, share or learn from the information entered into them, including personal or sensitive information.
Private generative AI tools: generally more secure, as external parties cannot access the data you input. This policy refers to both ‘open’ and ‘closed’ generative AI tools.
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Policy Development
This policy was formulated in consultation with the whole school community with input from:
Members of staff - (through agenda items at staff meetings, training and consultation of documents)
Governors - (discussions at Governors’ meetings, training and consultation of documents)
Parents/carers - (have been encouraged to contribute their views regarding the policy)
Other partners - Generative Artificial Intelligence (AI) in schools (DfE), AI regulation white paper (Department for Science, Innovation and Technology, and the Office for Artificial Intelligence), Generative artificial intelligence (AI) and data protection in schools (DfE)

This policy is available:
Online at https://www.newbridge.bathnes.sch.uk/
From the school office
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To ensure the appropriate and responsible use of AI, whilst safeguarding all members of our school community, the following sections outline the roles and responsibilities of individuals and groups within the school.

AI Lead

Responsible for the day-to-day leadership of AI use in the school.
Receive training and subsequently provide training and advice for staff on the latest AI developments that support teacher workload and enhance the education of Newbridge pupils.

Headteacher and senior/subject leaders

Duty of care for ensuring the use of AI technologies is in accordance with Keeping Children Safe in Education and the school’s safeguarding policy. 
Liaise with the Data Protection Officer (DPO) to ensure that the use of AI is in accordance with data protection legislation.
Responsible for ensuring that staff are appropriately trained in the effective use and potential risks of AI. 
Responsible for signing off on approved AI platforms and uses of AI, for school use and when using school devices. 
The headteacher and senior leaders are responsible for ensuring that the guidance in this policy is followed by all staff.

Governors

Take overall responsibility for the monitoring of this policy, ensuring its implementation.
Ensure that the headteacher is appropriately supported to make informed decisions regarding the effective and ethical use of AI in school.
Adhere to the following guidelines to protect data when using generative AI tools:
Access AI tools through school-provided accounts.
Seek advice from the DPO and the Designated Safeguarding Lead (DSL), as appropriate.
Ensure there is no identifiable information included in what they put into open or closed generative AI tools.
Acknowledge or reference the use of generative AI in their work.
Apply critical analysis and fact-check results to make sure the information is accurate.
Data protection officer (DPO)

[bookmark: _Hlk189477499]The data protection officer (DPO) is responsible for monitoring and advising on our compliance with data protection law, including in relation to the use of AI.

Designated safeguarding lead (DSL)

[bookmark: _Hlk189478159]The DSL is responsible for monitoring and advising on our compliance with safeguarding requirements including in relation to the use of AI, such as:
Being aware of new and emerging safeguarding threats posed by AI.
Updating and delivering staff training on AI safeguarding threats.
Responding to safeguarding incidents in line with Keeping Children Safe in Education (KCSIE) and the school’s child protection and safeguarding policy.
Understanding the filtering and monitoring systems and processes in place on school devices.

All staff

[bookmark: _Hlk189478277]As part of our aim to reduce staff workload while improving outcomes for our pupils, we encourage staff to explore opportunities to meet these objectives through the use of approved AI tools and should be accessed through school-provided accounts. Any use of AI must follow the guidelines set out in this policy.
To protect data when using generative AI tools, staff must:
[bookmark: _Hlk189478311]seek advice from the data protection officer, AI lead, designated safeguarding lead as appropriate.
report safeguarding concerns to the DSL in line with our school’s child protection and safeguarding policy.
[bookmark: _Hlk189478317]check whether they are using an open or closed generative AI tool, understanding that open generative tools may store, share and learn from the information entered into them.
[bookmark: _Hlk189478330]ensure there is no identifiable information included in what they put into open or closed generative AI tools.
[bookmark: _Hlk189478345]apply critical analysis and fact-check results to make sure the information is accurate.

[bookmark: _Hlk189478357]All staff play a role in ensuring that pupils understand the potential benefits and risks of using AI in their learning, in accordance with the Computing Curriculum. All staff have a responsibility to guide pupils in critically evaluating AI-generated information and understanding its limitations.

Procedures and Principles
Specific AI tools and functions change regularly. Individual staff may want to use AI tools to support their work; others may want to experiment with developing their own tools. The following AI guidelines govern how we can use AI, rather than constantly deciding on a case-by-case basis. Given some of the risks of AI and to ensure that the above roles and responsibilities are implemented within school, these guidelines also serve as a risk management tool. 

Our Principles of AI:

Transparent
Any plans, policies or documents created using AI should be clearly attributed. Any member of staff or governor using an AI-generated plan, policy or document should only share the AI-generated content with other members of staff or governors for use if they are confident of the accuracy of the information, as the content remains the professional responsibility of the person who produced it.
Always consider whether AI is the right tool to use. Just because the school has approved its use doesn’t mean it will always be appropriate. 

Ethical
To ensure that personal and sensitive data remains secure, no one will be permitted to enter such data into generative AI tools or chatbots.
If personal and/or sensitive data is entered into an unauthorised generative AI tool, we will treat this as a data breach and will follow the personal data breach procedure outlined in our data protection policy.
[bookmark: _Hlk189481591]Staff, pupils, governors, volunteers, parents and carers, visitors and community users who have access to and are users of school digital (including mobile) systems and internet will:
[bookmark: _Hlk189481598]use generative AI tools ethically, in line with the school’s ethos and values, and responsibly.
[bookmark: _Hlk189481784]adhere to the principles set out in our school’s equality policy when using generative AI tools.
[bookmark: _Hlk189481811]consider whether the tool has real-time internet access, or access to information up to a certain point in time, as this may impact the accuracy of the output 
[bookmark: _Hlk189481821]fact and sense-check the output before relying on it 
Most generative AI tools use inputs submitted by users to train and refine their models.
Pupils own the intellectual property (IP) rights to original content they create. This is likely to include anything that shows working out or is beyond multiple choice questions. Pupils’ work must not be used by staff to train generative AI models or exemption to copyright. Exemptions to copyright are limited – we will seek legal advice if we are unsure as to whether we are acting within the law.

Accountable
[bookmark: _Hlk189481512][bookmark: _Hlk189481524]AI tools can perpetuate existing biases, particularly towards protected characteristics including sex, race and disability. For this reason, critical thought must be applied to all outputs of authorised AI applications. This means fact and sense-checking the output. AI bias will be included in staff training to identify and rectify bias where appropriate.
[bookmark: _Hlk189478659]Staff and governors are advised to speak to the headteacher in the first instance if they have any concerns about a proposed use of AI, or the use of AI that may have resulted in errors that lead to adverse consequences or unfair treatment.
Safeguarding concerns arising from the use of generative AI must be reported immediately to the DSL in accordance with our school’s child protection and safeguarding policy. Safeguarding and child protection training will cover aspects of AI use and will be provided to all staff on induction, and this training will be regularly updated (at least annually). Updates on AI developments will be provided to staff by the AI Lead when appropriate. 
Creative
[bookmark: _Hlk189478619]Staff are welcome to suggest new ways of using AI to improve pupil outcomes and reduce workload. Staff should contact the headteacher to discuss any ideas they may have with regards to using AI, so the headteacher can take the suggestions forward if they deem it to be a satisfactory new method of working. 
The headteacher is responsible for signing off on approved uses of AI, or new AI tools, taking into account advice from the AI lead, the DPO and data protection impact assessments. 

[bookmark: _Hlk189478421]Human
We are committed to helping staff and governors reduce their workload. Generative AI tools can make certain written tasks quicker and easier to complete, but cannot replace the judgement and knowledge of a human expert. If AI has been used to produce plans, policies or documents, the quality and content of the final document remains the professional responsibility of the person who produced it.

Examples of good use cases

Transcribing and summarising routine staff meetings
Summarising key points from published educational research or reports
Drafting routine, non-confidential communications (e.g. newsletter content, standard parent emails)
Creating initial drafts of lesson plans or schemes of work
Generating resources (e.g. quizzes, example texts, word banks, comprehension questions)
Examples where care is needed

Producing longer reports, especially where you're referencing DfE guidance, Ofsted reports, or educational research
Meetings where important decisions about pupils, staff, or budget are being made (these need accurate human records)
Recording meetings or workshops discussing sensitive topics (e.g., safeguarding, SEND provision, staff wellbeing). Consider how you'd respond to a Subject Access Request or Freedom of Information request – AI transcripts create additional places where information is stored
Developing new curriculum content or policies that require your professional expertise
Examples you should avoid
Using AI as a replacement for your professional judgement or expertise
Entering any pupil names, personal details, assessment data, school documents or confidential school information into AI systems 
Generating responses to parents, pupils, or external stakeholders without carefully reviewing and personalising each response
Using free third-party AI tools for core school functions or pupil-facing services
Using AI extensively without being transparent about it in your final work
Generating content for safeguarding records or child protection documentation
Creating SEND support plans or personalised learning plans without significant human input and review

[bookmark: _Hlk189481833]Staff and governors must not: 
[bookmark: _Hlk189481855]generate content to impersonate, bully or harass another person.
[bookmark: _Hlk189481887]generate explicit or offensive content.
[bookmark: _Hlk189481892]input offensive, discriminatory or inappropriate content as a prompt.

Authorised AI Systems
Staff are permitted to use any AI systems, ensuring that the above examples of use cases are adhered to. Under no circumstances must staff enter pupil names, personal details, assessment data, school documents or confidential school information into AI systems.

Breach of this policy
Breach of this policy by staff will be dealt with in line with our staff and governor code of conduct . Where disciplinary action is appropriate, it may be taken whether the breach occurs:
during and out of working hours if it relates to school content.
on an individuals own device or school device.
Staff will be required to co-operate with any investigation into a suspected breach of this policy.

Related Documents/Guidance  
Generative artificial intelligence (AI) in education (DfE) - https://www.gov.uk/government/publications/generative-artificial-intelligence-in-education/generative-artificial-intelligence-ai-in-education
Ofsted’s approach to artificial intelligence (AI) - https://www.gov.uk/government/publications/ofsteds-approach-to-ai/ofsteds-approach-to-artificial-intelligence-ai
The Education Hub - AI in schools and colleges: what you need to know - https://educationhub.blog.gov.uk/2025/06/artificial-intelligence-in-schools-everything-you-need-to-know/
Scottish Council for Voluntary Organisations staff AI policy - https://files.scvo.scot/2025/10/SCVO-AI-guidelines-v1.0.pdf?_gl=1*36miwx*_gcl_au*MTE5Nzc3NjMzMS4xNzU4MDE4NTg5
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